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ABSTRACT 

Aging is a complex biological process which is a consequence of an 
unbalance between cellular dynamical equilibriums, environmental 
constraints and, from a larger perspective, evolutionary constraints. The 
key characteristic of aging is that it propagates through the body to 
progressively affect all organ systems. Because of this systemic nature, 
the study of aging-related diseases and the design of appropriate drugs 
and treatments have been shown to be challenging. Thanks to recent 
technological developments, it is now possible to make a more efficient 
and systematic use of the large amount of biological and patient data 
which has been generated and accumulated over the years. All these 
different data types provide insights into the mechanisms of aging from 
different and complementary perspectives and designing methods to 
extract as much information as possible from them is of paramount 
importance. Advanced multimodal deep learning methods are 
transforming aging research and drug discovery. AI based platforms can 
be deployed to identify promising targets for aging-related diseases and 
AI can be used for the generation of novel drug-like compounds with 
good activity profiles and suitable chemical properties. Those new 
computational methods have the potential to revolutionize drug 
discovery in oncology, a field currently facing an increasing pressure to 
deliver new drugs in a faster and more efficient ways. 
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ABBREVIATIONS 

ARD, age-related-disease; ARG, age-related-gene; NME, New Molecular 
Entity; AI, artificial intelligence; GAN, generative adversarial network; RL, 
reinforcement learning; VAE, variational autoencoders  

There are ongoing debates about the definition of aging. Nonetheless, 
over the last decades, large amounts of experimental data was generated 
and further used to expand our biological knowledge and understanding 
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of aging thanks to computational methods making possible to analyze the 
behavior and the dynamics of biological systems from various 
perspectives. Qualifying aging as a complex phenomenon would be an 
understatement. The systems where aging takes place, i.e., living 
organisms, are among the most complex systems ever been studied by 
scientists. The human body is a multi-levels complex system whose 
components (cells, tissues, organs and systems) are organized in a 
hierarchical manner while interacting between each other to perform 
multiple tasks and functionalities. Due to this systemic nature, 
dysfunctions affecting all kinds of processes within cells of one or several 
organs propagate to all parts of the cells, organs and systems leading to a 
progressive disruption of the general homeostasis. From this perspective, 
one considers aging as a systemic process which translates into a 
time-dependent decline of functional capacity and stress resistance, 
associated with increased risk of morbidity and mortality. The external 
symptoms of aging are the apparent disparate damages leading to the 
onset of ARDs. ARDs are diseases which appear or have a higher 
probability to appear as individuals get older. Studies showed that ARDs 
are related to genes which undergo change in expression with age, the 
so-called ARG, i.e., genes which are beneficial at young age can, for 
whatever reason, become harmful at older age. The time dependence of 
aging is also apparent when examining the local topologies of 
protein-protein interaction networks. Indeed they elicit significant 
modifications with age. More precisely, local topologies around only a 
subset of proteins in the networks do change with age and interestingly 
those which undergo major modifications in their interactions are 
related to the ARGs and ARDs. There is an overlap between functions and 
diseases that are enriched in their aging-related predictions and those 
that are enriched in well-known aging-related data. Aging could be the 
consequence of local topological changes in the vicinity of ARGs which 
ultimately affect the stability of the different systems and organs within 
the body. Mechanistically, aging is a disruption of the homeostasis 
established between cellular processes and age-related-diseases are the 
external symptoms of this disruption [1]. The systemic nature of this 
process should not be neglected when looking for treatment.  

The pharmacology industry faces important challenges to deliver new 
treatments for ARDs (Parkinsonʼs disease, Alzheimerʼs disease, 
cardiovascular diseases, etc.) which are on the rise due to an increasingly 
aging population. Indeed, the drug discovery industry is facing financial 
pressures driven by the increasing cost of bringing a drug to market [2]. 
This is due to a combination of factors including increased safety 
requirements by regulatory authorities, demands for larger clinical trials 
and greater overall development costs. It costs up to $2.6 Billion and 
takes up to 10 years to bring the new NME to the market [3,4]. Despite the 
many advances and availability of new technologies continuously 
integrated within drug discovery and development pipeline, the average 
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number of NME released on the market has been on the decline since the 
1950s.  

The key to optimize drug discovery and allow healthcare to face the 
tremendous challenges coming ahead is to accelerate, through the design 
of effective multimodal approaches, the convergence of big data, 
chemistry, biology and medicine together with the capabilities offered by 
the recent development in AI [5]. This would allow a better 
characterization of the interplay between molecular structures, 
properties, alteration in biological samples and drug response which is 
needed for the development of more effective treatments (Figure 1). For 
target identification and early drug discovery, this goal can be achieved 
with the deployment of automated drug discovery AI engines for 
optimizing target identification, lead selection and optimization. Indeed, 
improving the early stages of the drug discovery process is paramount to 
reduce the high attrition rate faced during clinical trials [6–8].  

 

Figure 1. Integrated AI-based technologies can make drug discovery pipeline more efficient. At the early 
phase of drug discovery, AI-based technologies is used to optimize the identification of drug-target pairs. 
This reduces the attrition rates encountered during further phases of development and clinical trials. AI 
Technologies can be used to develop medical devices which monitor the health status of individuals. 
Patient and health data obtained from patient experiences might be used to further optimize the design of 
personalized treatments through a feedback loop between experimental validation and computational 
methods. 

AI-based algorithms are used to identify novel targets in a variety of 
diseases using massive -omics data and text repositories. Compounds for 
those novel targets are obtained through generative chemistry. 
Generative chemistry started to emerge in 2015 as a new area of 
application of deep learning where generative models are used to 
propose novel molecules with the desired activity, specificity and novelty 
as well as many other generation conditions [9]. The generated molecules 
can be further validated and annotated using in silico virtual screening 
tools if needed. Among the numerous architectures and algorithms 
developed so far, GANs and RL, have encountered great successes [10,11]. 
Others modes such as VAEs, and autoregressive models are also rapidly 
growing in popularity for molecular de novo design and molecular 
feature extraction [12]. 

Adv Geriatr Med Res. 2020;2(2):e200010. https://doi.org/10.20900/agmr20200010  

https://doi.org/10.20900/agmr20200010


 
Advances in Geriatric Medicine and Research 4 of 5 

At first, many computational chemists and medicinal chemists in the 
pharmaceutical industry were skeptical about this novel approach. The 
molecules that we generated using the generative models were not 
diverse enough or easy to synthesize and the targets were too easy with 
the available structures and hits and it was not obvious to assess the true 
benefit of using AI-base technologies over other standard methods 
Nevertheless, recent results obtained using generative chemistry where 
potent and novel DDR1 inhibitor were generated, synthetized and went 
through in vitro and in vivo testing in around 45 days showed that when 
correctly integrated within drug discovery pipelines, this technology 
offer promising results [13]. This study and other subsequent results 
demonstrate the capabilities of the generative reinforcement learning 
generator technology in terms of novel molecule design. The fact that 
these molecules were synthetized and tested in multiple experiments 
including animals is a valuable experimental validation of this 
technology.  

What distinguishes healthcare from other fields when it comes to 
deploying and validating deep learning technologies is that while the 
advances in high performance computing and data management made it 
possible to train the systems very quickly, the time needed to test the 
output is much more longer than in other industries dealing with 
pictures, videos, and text for instance. The validation of molecules in cells 
and animals is time consuming, takes effort and money and requires the 
continuous collaboration between experts in AI and biological, chemical, 
and medical sciences. Nevertheless, as the AI field for drug discovery 
matures, one can expects that the industry continues to move towards 
the integration of such technologies into the drug discovery pipelines. 
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